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Development of Artificial Intelligence

• Since the Dartmouth Conference in 1956, artificial intelligence has gone
through four major stages of development

• Showing trends from manual summarization to automatic learning, from
discrete symbols to continuous parameters, and from specialized
intelligence to general intelligence.

1950s-1990s： Symbolic Learning

（Small Expert Knowledge）
1990s-2000s： Statistical Learning

（Small Data + Statistical Models）
2010-2017：Deep Learning

（ Big Data +Deep Models）

2018-Now：Large Pre-trained Models

（Big Data+Large Models）
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Development of Artificial Intelligence

• Large pre-trained models are the milestone paradigm in artificial intelligence

GPT-3 can complete more than a

dozen NLP tasks by learning from a

few examples and was selected as one

of MIT Technology Review's top 10

breakthrough technologies of 2021

5

Graph Generation: DALLE Code Generation: CoPilot

Chat Model: ChatGPT Control Models: Gato

Over 100 scholars from

Stanford co-authored a

160-page opinion

article, proposing that

LLMs will serve as the

"foundation models"

for achieving AGI

ChatGPT reached 100 million users in two months

Microsoft co-founder Bill

Gates stated that AI

chatbots like ChatGPT

will become as important

as personal computers or

the Internet
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Development of Artificial Intelligence

• Large pre-trained models are the milestone paradigm in artificial intelligence

Origin：Zhao et al. 2023. A Survey of Large Language Models. arXiv: 2303.18223. 
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Individual Intelligence Emergence

• Increasing the number of neurons leads to the emergence of intelligence in
biological individuals

• Increasing the number of parameters leads to the emergence of intelligence in
large models
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Development of Human Intelligence

• Discover magazine points out that over in the past 100,000 years, brain capacity has
ceased to increase

• Humans have achieved capability extension through tool use and collaborative labor,
reducing the reliance on brain capacity growth and enabling further leapfrog development
of human civilization



An Al model that can take concrete action interacting with the outside world.
----Wikipedia

An agent is a computer system that is situated in some environment, and that is capable of autonomous 
action inthis environment in order to meet its design objectives.

----Wooldridge & Jennings

An agent is anything that can be viewed as perceiving its environment through sensors and acting upon 
that environment through actuators.

----Russell and Norvig

Background
What is agent?



Autonomy Reactivity Pro-activeness Social ability

Wang, Z., G. Zhang, K. Yang, et al. Interactive natural language processing. CoRR, abs/2305.13246, 2023

Background
Why is LLM suitable for agents?



Background
The ability of single-agent

Natural language interaction

◆ High-quality natural language generation: exceptional natural language generation capabilities
◆ Multi-turn interactive conversation: The foundation of effective and consistent communication
◆ Intention and implication understanding: incapable of emulating human dialogues or fully 

leveraging the information 

Xi, Zhiheng et al. “The Rise and Potential of Large Language Model Based Agents: A Survey.” arXiv, https://arxiv.org/abs/2309.07864.

Bang, Y., S. Cahyawijaya, N. Lee, et al. A multitask, multilingual, multimodal evaluation of chatgpt on reasoning, hallucination, and interactivity. CoRR, abs/2302.04023, 2023

Wang, Z., G. Zhang, K. Yang, et al. Interactive natural language processing. CoRR, abs/2305.13246, 2023

https://arxiv.org/abs/2309.07864


Background
The ability of single-agent

Reasoning

◆ Chain of Thought: Let’s think step by step.
◆ Least to Most: break down a complex problem into a series of simpler subproblems and then solve them 

in sequence.
◆ Self-Refine: improving initial outputs from LLMs through iterative feedback and refinement was proposed.

Wei, J., X. Wang, D. Schuurmans, et al. Chain-of-thought prompting elicits reasoning in large language models. In NeurIPS. 2022.

Zhou, D et al. Least-to-most prompting enables complex reasoning in large language models. In ICLR 2023.

Madaan, A et al. SELF-REFINE: Iterative refinement with self-feedback. arXiv preprint arXiv:2303.17651

Chain of Thought Least to Most Self-Refine



Background
The ability of single-agent

Planning

◆ Plan formulation: Decompose problems comprehensively in one go, formulating a complete plan at 
once and then executing it sequentially.

◆ Plan reflection: Upon formulating a plan, it’s imperative to reflect upon and evaluate its merits.

Raman, S. S., V. Cohen, E. Rosen, et al. Planning with large language models via corrective re -prompting. CoRR, abs/2211.09935, 2022.

Shinn, N., B. Labash, A. Gopinath. Reflexion: an autonomous agent with dynamic memory and self-reflection. CoRR, abs/2303.11366, 2023

Plan formulation Plan reflection



Background
The ability of single-agent

Tool Using

◆Understanding tools
◆Learning to use tools
◆Making tools for self-sufficiency

Qin, Y., S. Hu, Y. Lin, et al. Tool learning with foundation models. CoRR, abs/2304.08354, 2023.

Understanding tools Learning to use tools Making tools



Contents

•Background

•Warmup: Smallville

•Multi-agent Collaboration



Smallville

Park, J. S. (2023). Generative Agents: Interactive Simulacra of Human Behavior. arXiv preprint arXiv:2304.03442.

AI Agents That Talk, 'Love' & Hangout With Each Other! (SmallVille) - YouTube

https://www.youtube.com/watch?v=eESNRfMJMB4


Smallville
◆The Smallville sandbox world, with areas labeled. The root node describes the entire world, children 

describe areas (e.g., houses, cafe, stores), and leaf nodes describe objects (e.g., table, bookshelf). 

Park, J. S. (2023). Generative Agents: Interactive Simulacra of Human Behavior. arXiv preprint arXiv:2304.03442.

Sandbox World



Smallville
◆A morning in the life of a generative agent, John Lin. John wakes up around 6 am and completes his 

morning routine, which includes brushing his teeth, taking a shower, and eating breakfast. He briefly 
catches up with his wife, Mei, and son, Eddy, before heading out to begin his workday. 

Park, J. S. (2023). Generative Agents: Interactive Simulacra of Human Behavior. arXiv preprint arXiv:2304.03442.

Timeline of John



Smallville
◆ At the beginning of the simulation, one agent is initialized with an intent to organize a Valentine’s Day 

party. Despite many possible points of failure in the ensuing chain of events—agents might not act on 
that intent, might forget to tell others, might not remember to show up—the Valentine’s Day party 
does, in fact, occur, with a number of agents gathering and interacting.

Park, J. S. (2023). Generative Agents: Interactive Simulacra of Human Behavior. arXiv preprint arXiv:2304.03442.

Valentine’s Day party



Smallville
◆ Agents perceive their environment, and all perceptions are saved in a comprehensive record of the 

agent’s experiences called the memory stream. Based on their perceptions, the architecture retrieves 
relevant memories and uses those retrieved actions to determine an action. These retrieved 
memories are also used to form longer-term plans and create higher-level reflections.

Park, J. S. (2023). Generative Agents: Interactive Simulacra of Human Behavior. arXiv preprint arXiv:2304.03442.

Generative agent architecture



Smallville
◆ The memory stream comprises a large number of observations that are relevant and irrelevant to the 

agent’s current situation. Retrieval identifies a subset of these observations that should be passed to 
the language model to condition its response to the situation.

Park, J. S. (2023). Generative Agents: Interactive Simulacra of Human Behavior. arXiv preprint arXiv:2304.03442.

The memory stream



Smallville
◆ The agent’s observations of the world, represented in the leaf nodes, are recursively synthesized to 

derive Klaus’s self-notion that he is highly dedicated to his research.

Park, J. S. (2023). Generative Agents: Interactive Simulacra of Human Behavior. arXiv preprint arXiv:2304.03442.

A reflection tree for Klaus Mueller



Motivation
◆ The coordination and division of labor among multiple agents, as well as their mutual cooperation, 

can improve the ability and efficiency of multiple agents in handling tasks.
◆ The coordination and collaboration of multiple agents can adapt well to environmental changes, 

emergencies and other situations, thereby improving the stability of the whole system.

Chen, W., Y. Su, J. Zuo, et al. Agentverse: Facilitating multi-agent collaboration and exploring emergent behaviors in agents. CoRR, abs/2308.10848, 2023

Task-Solving
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Task-Solving
General Agents: AgentVerse

◆ Propose a general process for large model group collaboration, which includes four stages: "Agent 
Recruitment", "Collaborative Decision-Making", "Action Execution" and "Evaluation and Assessment".

Chen, W., Y. Su, J. Zuo, et al. Agentverse: Facilitating multi-agent collaboration and exploring emergent behaviors in agents. ICLR 2024.



Task-Solving
General Agents: AgentVerse

◆ The abilities and agents required for different tasks vary. At this stage, suitable agents are "recruited" 
based on the task provided by the user.

◆ For example, for the requirement of "developing a graphical calculator program based on Python", 
three different types of agents will be recruited during the agent recruitment phase.

Agent recruitment

Chen, W., Y. Su, J. Zuo, et al. Agentverse: Facilitating multi-agent collaboration and exploring emergent behaviors in agents. ICLR 2024.



Task-Solving
General Agents: AgentVerse

◆ The recruited team of intelligent agents will discuss the user's needs and provide solutions.
◆ For example, in the process of developing a calculator, the team of intelligent agents generates the 

following discussion.

Collaborative decision-making

First, provide a piece of code
Modify the code

Chen, W., Y. Su, J. Zuo, et al. Agentverse: Facilitating multi-agent collaboration and exploring emergent behaviors in agents. ICLR 2024.



Task-Solving
General Agents: AgentVerse

◆ The recruited team of intelligent agents will discuss the user's needs and provide solutions.
◆ For instance, during the development of a calculator, the intelligent agent team had the following 

discussion and ran code.

Collaborative decision-making and action execution

First, provide a piece of code
Modify the code

Chen, W., Y. Su, J. Zuo, et al. Agentverse: Facilitating multi-agent collaboration and exploring emergent behaviors in agents. ICLR 2024.



Task-Solving
General Agents: AgentVerse

◆ The final evaluation of the solution provided by the team is carried out by the intelligent agent 
responsible for inspection and assessment, or it can be confirmed and feedback given by users. 

◆ In the example of developing a calculator, the intelligent agent responsible for evaluation scores on 
code completeness, functionality, readability, and robustness to provide feedback for the next iteration.

Evaluation and assessment

Rating: Completeness: 9 Functionality: 9 Readability: 8 Robustness: 9Suggestions: This 
is a well-implemented solution. However, the code readability could be optimized by 
refactoring repetitive parts into separate functions. Additionally, consider adding 
comments to the code to further enhance its comprehensibility. To provide a better 
user experience, you might also want to add features for handling bracket expressions 
and square roots. Lastly, checking for non-numeric and non-operator keyboard inputs 
can prevent potential errors and improve the robustness of your code.

This round result Automatically Generated Evaluation Comments

Chen, W., Y. Su, J. Zuo, et al. Agentverse: Facilitating multi-agent collaboration and exploring emergent behaviors in agents. ICLR 2024.



Task-Solving
General Agents: AgentVerse

◆ Propose a general process for large model group collaboration, which includes four stages: "Agent 
Recruitment", "Collaborative Decision-Making", "Action Execution" and "Evaluation and Assessment".

Chen, W., Y. Su, J. Zuo, et al. Agentverse: Facilitating multi-agent collaboration and exploring emergent behaviors in agents. ICLR 2024.



Task-Solving
General Agents: AgentVerse

◆ Evaluate the capabilities of multi-agent teams in four aspects: "dialogue ability", "mathematical 
calculation", "logical reasoning" and "code generation". 

◆ In all tasks, multi-agent teams outperform individual abilities.

Quantitative experiment

Chen, W., Y. Su, J. Zuo, et al. Agentverse: Facilitating multi-agent collaboration and exploring emergent behaviors in agents. ICLR 2024.



Task-Solving
General Agents: AgentVerse

◆ An example process of project consulting 
with Group setup in vertical decision-
making structure.

Communication structures

Chen, W., Y. Su, J. Zuo, et al. Agentverse: Facilitating multi-agent collaboration and exploring emergent behaviors in agents. ICLR 2024.



Task-Solving
General Agents: AgentVerse

◆ An example process of project consulting 
with Group setup in horizontal decision-
making structure.

Communication structures

Chen, W., Y. Su, J. Zuo, et al. Agentverse: Facilitating multi-agent collaboration and exploring emergent behaviors in agents. ICLR 2024.



Task-Solving
General Agents: AgentVerse

◆ The former calculator has a better GUI interface and stronger robustness.

Multi-agent v.s. single-agent(calculator) 

Chen, W., Y. Su, J. Zuo, et al. Agentverse: Facilitating multi-agent collaboration and exploring emergent behaviors in agents. ICLR 2024.



Task-Solving
General Agents: AgentVerse

◆ In the game Minecraft, different intelligent agents manipulate different characters to complete tasks 
together.

Emergent behavior

Chen, W., Y. Su, J. Zuo, et al. Agentverse: Facilitating multi-agent collaboration and exploring emergent behaviors in agents. ICLR 2024.



Task-Solving
General Agents: AgentVerse

◆ In each iteration, agents engage in dialogue with each other, discussing their individual task completion 
status and communicating with other agents to determine the overall progress of the mission. This 
helps decide what to do in the next round.

Emergent behavior

Chen, W., Y. Su, J. Zuo, et al. Agentverse: Facilitating multi-agent collaboration and exploring emergent behaviors in agents. ICLR 2024.



Task-Solving
General Agents: AgentVerse

Emergent behavior

◆ In the process of collaborating to complete tasks, emergent behaviors were observed in the team of 
intelligent agents:

◆ Voluntary behavior: The intelligent agents spontaneously optimize task allocation to improve task 
completion efficiency.

Chen, W., Y. Su, J. Zuo, et al. Agentverse: Facilitating multi-agent collaboration and exploring emergent behaviors in agents. ICLR 2024.



Task-Solving
General Agents: AgentVerse

Emergent behavior

◆ In the process of collaborating to complete tasks, emergent behaviors were observed in the team of 
intelligent agents:

◆ Compliance behavior: When one agent deviates from the common goal of the group, other agents 
will criticize it. The criticized agent will then accept and correct its actions.

Chen, W., Y. Su, J. Zuo, et al. Agentverse: Facilitating multi-agent collaboration and exploring emergent behaviors in agents. ICLR 2024.



Task-Solving
General Agents: AgentVerse

Emergent behavior

◆ In the process of collaborating to complete tasks, emergent behaviors were observed in the team of 
intelligent agents:

◆ Destructive Behavior: During the execution of tasks, an intelligent agent may resort to any means 
to maximize efficiency, including harming other intelligent agents or damaging the environment. 
This presents potential safety risks.

Chen, W., Y. Su, J. Zuo, et al. Agentverse: Facilitating multi-agent collaboration and exploring emergent behaviors in agents. ICLR 2024.



Task-Solving
General Agents: AutoForm

◆ LLMs usually adopt natural language (NL) for Chain-of-Thought reasoning and agent communication.
◆ However, LLMs have seen various non-NL formats during pre-training, such as code and logical expression.
◆ Exploring the utility of non-NL formats for single-LLM reasoning and multi-agent communication.

Agent Communication

Chen, W., Yuan, C, Yuan J., et al. Beyond Natural Language: LLMs Leveraging Alternative Formats for Enhanced Reasoning and Communication. Findings of EMNLP 2024.



Task-Solving
General Agents: AutoForm

◆ Allowing LLMs to autonomously select the most suitable format before reasoning or communicating.

Agent Communication

Chen, W., Yuan, C, Yuan J., et al. Beyond Natural Language: LLMs Leveraging Alternative Formats for Enhanced Reasoning and Communication. Findings of EMNLP 2024.



Task-Solving
General Agents: AutoForm

◆ 3.3 to 5.7% improvement in reasoning efficiency for different LLMs
◆ Up to a 72.7% reduction in token usage in multi-agent communication.

Chen, W., Yuan, C, Yuan J., et al. Beyond Natural Language: LLMs Leveraging Alternative Formats for Enhanced Reasoning and Communication. Findings of EMNLP 2024.

Agent Communication



Task-Solving
General Agents: Optima

◆ Low communication efficiency in LLM-based multi-agent communication.
◆ Can we develop a training framework that simultaneously enhances the communication efficiency and 

task effectiveness of LLM-based MAS?

Agent Communication

Chen, W., Yuan J., et al. Optima: Optimizing Effectiveness and Efficiency for LLM-Based Multi-Agent System. arXiv:2410.08115



Task-Solving
General Agents: Optima

◆ OPTIMA employs an iterative generate, rank, select, and train paradigm with a reward function 
balancing task performance, token efficiency, and communication readability.

Agent Communication

Chen, W., Yuan J., et al. Optima: Optimizing Effectiveness and Efficiency for LLM-Based Multi-Agent System. arXiv:2410.08115

⚫ Reward function:
⚫ Readability: language modeling loss
⚫ Scalability: # tokens
⚫ Functionality: task metric



Task-Solving
General Agents: Optima

◆ Average 80% decrease in token consumption, and average 50% task performance improvement. 

Agent Communication

Chen, W., Yuan J., et al. Optima: Optimizing Effectiveness and Efficiency for LLM-Based Multi-Agent System. arXiv:2410.08115



Task-Solving
General Agents: Optima

◆ Case study: Learning to communicate more concisely during the optimization. 

Agent Communication

Chen, W., Yuan J., et al. Optima: Optimizing Effectiveness and Efficiency for LLM-Based Multi-Agent System. arXiv:2410.08115



Task-Solving
Specific Domain Agents

◆ Agents frequently perform a variety of tasks independently, without benefiting from past experiences.
◆ Leading to repeated mistakes and inefficient attempts in multi-step task execution.
◆ Co-learning: Instructor and assistant agents gather shortcut-oriented experiences from their historical 

trajectories and use these past experiences for future task execution.

Qian, C., Dang, Y., Li,  J., et al. Experiential Co-Learning of Software-Developing Agents. ACL 2024.

Experience Co-learning



Summary

• We talk about the abilities of single-agent and the motivation of multi-agents.

• Multiple LLM-based agents working together and dynamically coordinating can 
improve the quality and efficiency of task completion. We present examples 
including AgentVerse, AutoForm, and Optima for illustration. 

• Future work can explore better working flows or scaling laws of LLM-based multi-
agent system, and apply the techniques in specific domains.
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